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Abstrak 

 
Ancaman siber yang semakin kompleks dan terus berkembang menuntut sistem keamanan yang mampu 

mendeteksi serangan secara cepat dan akurat. Pesatnya perkembangan serangan siber menuntut sistem deteksi 

yang cerdas dan adaptif untuk mengamankan jaringan informasi. Penelitian ini bertujuan untuk menerapkan dan 

mengevaluasi kinerja algoritma K-Nearest Neighbor (KNN) dan Random Forest (RF) dalam mendeteksi serta 

mengklasifikasikan ancaman berdasarkan log serangan siber. Data yang digunakan diperoleh dari Biro Sistem 

Informasi Universitas Muhammadiyah Purwokerto, berjumlah 500 entri dengan 25 atribut, yang kemudian 

diproses melalui tahap pra-pemrosesan seperti parsing, imputasi nilai hilang, dan encoding atribut kategorikal. 

Model KNN dan RF dibangun dan diuji menggunakan metrik evaluasi akurasi, precision, recall, dan f1-score. 

Hasil menunjukkan bahwa algoritma RF memiliki kinerja yang lebih unggul dengan akurasi 94,87% dibandingkan 

KNN yang mencapai 89,32%. Selain itu, RF menunjukkan konsistensi tinggi dalam precision dan recall pada 

kedua kelas, menjadikannya lebih efektif dalam mendeteksi variasi serangan. Dengan demikian, RF 

direkomendasikan sebagai algoritma utama dalam pengembangan sistem deteksi ancaman siber berbasis 

pembelajaran mesin. 

 
Kata kunci: Deteksi, Keamanan, K-Nearest Neighbor (KNN), Random Forest (RF), Siber 

 

 

Threat Detection and Classification in Cyber Attack Logs Using K-Nearest Neighbor 

(KNN) and Random Forest (RF) Algorithms 

 
Abstract 

 

The increasingly complex and evolving cyber threats demand a security system that is able to detect attacks quickly 

and accurately. The rapid development of cyber attacks demands an intelligent and adaptive detection system to 

secure information networks. This study aims to implement and evaluate the performance of the K-Nearest 

Neighbor (KNN) and Random Forest (RF) algorithms in detecting and classifying threats based on cyber attack 

logs. The data used were obtained from the Information Systems Bureau of Muhammadiyah University of 

Purwokerto, totaling 500 entries with 25 attributes, which were then processed through pre-processing stages 

such as parsing, missing value imputation, and categorical attribute encoding. The KNN and RF models were built 

and tested using evaluation metrics of accuracy, precision, recall, and f1-score. The results show that the RF 

algorithm has superior performance with an accuracy of 94.87% compared to KNN which reached 89.32%. In 

addition, RF shows high consistency in precision and recall across both classes, making it more effective in 

detecting variations in attacks. Thus, RF is recommended as the main algorithm in the development of a machine 

learning-based cyber threat detection system. 

 

Keywords: Cyber, Detection, K-Nearest Neighbor (KNN), Random Forest (RF), Security 

 

1. PENDAHULUAN 

Kemajuan Artificial Intelligence (AI) telah mendorong peningkatan efektivitas pendekatan berbasis 

pembelajaran dalam mendeteksi serangan siber [1]. Namun, dinamika dan kompleksitas serangan siber yang terus 

berkembang menyebabkan perlindungan terhadap sistem teknologi informasi (TI) dari berbagai ancaman dan 

aktivitas berbahaya dalam jaringan masih menjadi tantangan besar [2]. Ancaman keamanan melalui jaringan 
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memerlukan kewaspadaan konstan terhadap perangkat penyerang yang terus berkembang, karena penyerang 

secara aktif meningkatkan teknik untuk mengeksploitasi celah keamanan yang kerap muncul sejak tahap awal 

pengembangan perangkat lunak, seperti peretasan, pencurian data, hingga serangan denial-of-service (DoS) [3]. 

Serangan tersebut umumnya meninggalkan jejak digital dalam log sistem, yang apabila dianalisis secara tepat 

dapat memberikan informasi penting mengenai pola serangan dan potensi ancaman keamanan [4].  

 Log serangan siber merupakan sumber data yang penting dalam mendeteksi dan mengklasifikasikan 

ancaman karena memuat informasi aktivitas jaringan secara rinci [5]. Namun, tingginya volume dan kompleksitas 

data log sering kali menyulitkan proses analisis manual, sehingga menimbulkan kebutuhan akan pendekatan 

otomatis. Untuk itu, pemanfaatan kecerdasan buatan dan algoritma pembelajaran mesin menjadi solusi yang efektif 

dalam mengolah dan mengekstraksi informasi dari data log secara efisien [6].  Pemanfaatan pembelajaran mesin 

sebagai bagian dari teknologi analisis ancaman cerdas digunakan untuk meningkatkan akurasi dan kecepatan 

dalam deteksi dan klasifikasi ancaman siber [7]. Proses deteksi bertujuan untuk mengenali keberadaan aktivitas 

anomali dalam jaringan, seperti pola lalu lintas yang tidak biasa atau upaya akses tidak sah [8]. Sementara itu, 

klasifikasi berfungsi untuk mengelompokkan ancaman berdasarkan karakteristik tertentu, seperti sumber serangan, 

jenis teknik yang digunakan, atau target yang disasar [9]. 

Deteksi serangan telah dilakukan oleh beberapa penelitian sebelumnya, salah satunya adalah penelitian oleh 

Maulana dan Alamsyah (2023) yang berjudul "Optimalisasi Deteksi Serangan DDoS Menggunakan Algoritma 

Random Forest, SVM, KNN dan MLP pada Jaringan Komputer." Penelitian ini menunjukkan bahwa algoritma 

Random Forest memiliki akurasi prediksi tertinggi sebesar 99,41%, diikuti oleh K-Nearest Neighbor (99%), SVM 

(98,37%), dan MLP (93,97%). Temuan tersebut menunjukkan bahwa algoritma Random Forest dan KNN unggul 

dalam proses klasifikasi serangan dibandingkan metode lainnya. Oleh karena itu, penelitian ini menggunakan dua 

metode tersebut, yaitu Random Forest dan KNN, sebagai dasar dalam deteksi serangan [10]. Pemilihan Random 

Forest (RF) didasarkan pada kestabilan performa, interpretabilitas, dan efisiensi komputasi pada data berskala 

menengah. Metode deep learning belum digunakan karena keterbatasan data, kebutuhan akan hasil yang cepat, 

serta minimnya infrastruktur komputasi, sehingga RF dinilai lebih sesuai untuk konteks penelitian ini. 

Metode K-Nearest Neighbor (KNN) memiliki beberapa kelebihan yaitu tangguh terhadap training data yang 

noisy dan efektif apabila training data-nya besar [11]. Sementara Random Forest (RF) memiliki kelebihan dalam 

proses iterasi komputasi yang lebih cepat [12]. Berdasarkan hal tersebut, tujuan penelitian ini adalah untuk 

menerapkan dan mengevaluasi kinerja kedua algoritma KNN dan RF dalam mendeteksi dan mengklasifikasikan 

ancaman pada log serangan siber secara lebih optimal. Penelitian ini akan menganalisis sejauh mana algoritma 

KNN dan RF mampu mengidentifikasi pola serangan secara akurat dan efisien pada dataset log jaringan yang 

kompleks. Diharapkan dengan adanya penelitian ini, dapat diperoleh model deteksi ancaman yang lebih andal, 

yang tidak hanya meningkatkan akurasi dalam identifikasi serangan, tetapi juga dapat digunakan sebagai referensi 

pengembangan sistem keamanan jaringan berbasis pembelajaran mesin di masa depan. 

2. METODE PENELITIAN 

Penelitian ini dilakukan melalui tahapan-tahapan yang tersusun secara sistematis, dimulai dari proses 

pengumpulan data, dilanjutkan dengan tahap praproses data, pemodelan, hingga evaluasi kinerja model guna 

memastikan hasil yang diperoleh memiliki tingkat akurasi dan relevansi yang tinggi, seperti yang ditunjukkan pada 

Gambar 1 [13]. 

 

 
Gambar 1. Tahapan Penelitian 
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2.1 Pengumpulan Data 

Penelitian ini menggunakan dataset yang diperoleh dari Biro Sistem Informasi Universitas Muhammadiyah 

Purwokerto, yang menyediakan data khusus untuk mendeteksi intrusi siber. Seluruh data dilabeli untuk 

mengindikasikan jenis ancaman, sehingga dapat langsung digunakan dalam proses pelatihan dan pengujian model 

klasifikasi menggunakan algoritma K-Nearest Neighbors (KNN) dan Random Forest (RF). 

2.2 Pra-Pemrosesan 

Tahap pre-processing merupakan proses penyiapan data mentah agar siap digunakan dalam analisis dan 

pemodelan [14]. Dataset yang diperoleh dari Biro Sistem Informasi Universitas Muhammadiyah Purwokerto 

terdiri dari 500 entri dalam satu kolom dengan atribut-atribut yang dipisahkan oleh tanda titik koma (;). pemisahan 

data ke dalam atribut yang sesuai menggunakan delimiter-based parsing. Setelah data dipisahkan, dilakukan 

pemgecekan missing values dan inputasi jika ditemukan data yang hilang. Selanjutnya, dilakukan konversi tipe 

data, di mana atribut numerik yang terbaca sebagai teks dikonversi ke format yang sesuai. Atribut kategorikal 

seperti Protocol, Method, dan Action juga dikodekan menggunakan Lebel Encoding atau One-Hot Encoding agar 

dapat diolah oleh model pembelajaran mesih. Rangkaian dataset di semua proses ini menjadi lebih terstruktur dan 

layak untuk digunakan dalam pelatihan model deteksi ancaman siber [10]. 

2.3 Pemodelan 

Penelitian ini menggunakan dua algoritma, yaitu K-Nearest Neighbors (KNN) dan Random Forest (RF): 

1. K-Nearest Neighbors (KNN) 

Algoritma K-Nearest Neighbors (KNN) adalah salah satu metode dalam machine learning yang menerapkan 

pendekatan pembelajaran terawasi (supervised learning). KNN populer karena konsepnya yang sederhana dan 

mudah diterapkan dalam berbagai permasalahan klasifikasi maupun regresi. Algoritma ini tergolong ke dalam tipe 

pembelajar malas (lazy learner), karena tidak membentuk model secara eksplisit selama proses pelatihan, 

melainkan langsung melakukan prediksi berdasarkan data latih yang tersedia saat proses pengujian. Oleh karena 

itu, KNN dianggap sebagai metode klasifikasi yang sederhana dan mudah dipahami [15]. Dalam proses 

klasifikasinya, objek baru diklasifikasikan berdasarkan kedekatan jaraknya dengan data pelatihan terdekat [16]. 

KNN bekerja dengan cara memantau (monitoring) hasil query yang kemudian diklasifikasikan berdasarkan 

mayoritas kategori dari data tetangganya yang terdekat [17]. Tujuan utama metode ini adalah untuk 

mengklasifikasikan objek baru dengan mempertimbangkan atribut yang dimiliki serta sampel pelatihan yang 

tersedia [18]. Untuk menentukan kedekataan antar data, K-Nearest Neighbors (KNN) sering menggunakan metrik 

jarak Euclidean, ditunjukkan pada Rumus 1 [19]. 

𝑑(𝑝, 𝑞) = √∑ (𝑞𝑖− 𝑝𝑖)
𝑛
𝑖=1  (1) 

Keterangan : 

▪ d (p,q) : jarak antara dua titik data p dan q. 

▪ n     : jumlah fitur dalam dataset. 

▪ pi & qi : nilai atribut ke–i dari masing-masing titik data. 

 

Proses Klasifikasi dengan KNN: 

1. Menentukan jumlah tetangga terdekat k. 

2. Menghitung jarak antara data uji dan semua data latih menggunakan rumus jarak (Euclidean). 

3. Mengurutkan hasil perhitungan jarak dan memilih k tetangga dengan jarak terdekat. 

4. Menentukan kelas mayoritas dari k tetangga terdekat tersebut. 

5. Mengklasifikasikan data uji ke dalam kelas mayoritas tersebut. 

 

2. Random Forest (RF) 

Random Forest (RF) merupakan salah satu metode klasifikasi yang efektif untuk menangani data dalam 

jumlah besar [20]. Proses klasifikasi dalam algoritma ini dilakukan melalui penggabungan sejumlah pohon 

keputusan (decision tree) yang masing-masing dilatih menggunakan sampel data secara acak. Struktur pohon 

dalam RF terdiri atas beberapa elemen penting, yakni simpul akar (root node), simpul internal (internal node), 

serta simpul daun (leaf node) yang merupakan titik akhir dari pohon dengan satu jalur masuk tanpa jalur keluar 

[21]. Salah satu tahap penting dalam pembangunan pohon keputusan adalah penghitungan entropy, yang 

digunakan untuk mengukur tingkat ketidakteraturan atau ketidakmurnian suatu atribut dalam dataset. Nilai entropy 

ini menjadi dasar dalam menentukan information gain atau perolehan Proses pembentukan pohon dimulai dengan 
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menghitung nilai entropy sebagaimana dirumuskan oleh Rahayu et al. (2020) [22]. Berikut adalah beberapa rumus 

dan konsep kunci dalam algoritma Rendom Forest [23] : 

1. Bootstrap sampling 

Random Forest dimulaih dengan mengambil sampel acak dari dataset asli menggunakan teknik 

bootstrap. Setiap subset yang diambil digunakan untuk melatih satu pohon keputusan. 

2. Pembentukan Decision trees 

Setiap subset digunakan untuk membangun decision tree tanpa pemangkasan (pruning). Dalam proses 

ini, dataset log serangan siber yang terdiri dari 500 entri diacak dan dibagi menjadi beberapa subset 

kecil. Misalnya, lima sampel acak diambil dari data yang berisi atribut seperti jenis serangan, alamat IP 

sumber, waktu serangan, dan protokol yang digunakan.  

3. Voting (Klasifikasi) atau Averaging (Regresi): 

1) Untuk klasifikasi, prediksi akhir didasarkan pada suara mayoritas dari semua decision tree. 

2) Untuk regresi, hasil akhir dihitung sebagai rata-rata dari semua prediksi decision tree. 

4. Rumus Prediksi 

Untuk klasifikasi, rumus yang digunakan dapat dilihat pada Rumus 2. 

𝑦  ̂  = 𝑚𝑜𝑑𝑒 (𝑦1, 𝑦2, … , 𝑦𝑚) (2) 

Keterangan: 

𝑦1, 𝑦2, … , 𝑦𝑚: hasil prediksi dari m decision tree dalam Random Forest. 

2.4 Evaluasi 

Evaluasi dilakukan dengan membandingkan hasil prediksi dari ketiga algoritma memanfaatkan sejumlah 

metrik seperti precision, recall, F1-score, dan accuracy. Accuracy mengukur tingkat kesesuaian prediksi dengan 

label sebenarnya, sementara precision menunjukkan ketepatan model dalam mendeteksi ancaman. Recall 

mencerminkan kemampuan model dalam menangkap semua ancaman yang ada, dan F1-score merupakan 

kombinasi harmonis antara precision dan recall yang memberikan gambaran seimbang terhadap kinerja model 

secara keseluruhan. Persamaan accuracy, precision, recall, dan F1-score dapat dilihat pada Rumus 1-4 [24]. 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
 (3) 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃+𝐹𝑃
 (4) 

𝑅𝑒𝑐𝑎𝑙 =  
𝑇𝑃

𝑇𝑃+𝐹𝑁
 (5) 

𝐹1 − 𝑠𝑐𝑜𝑟𝑒 = 2 .
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛.𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑅𝑒𝑐𝑎𝑙𝑙
 (6) 

Keterangaan: 

• True Positive (TP) : model berhasil memprediksi serangan ketika data tersebut memang attack. 

• True Negative (TN) : Model memprediksi data sebagai normal atau suspicious dan kenyataannya 

memang bukan serangan. 

• False Positive (FP) : model salah memprediksi data sebagai attack, padahal data tersebut sebenarnya 

normal atau suspicious. 

• False Negative (FN): model memprediksi data sebagai normal atau suspicious, padahal data tersebut 

sebenarnya adalah attack. 

3. HASIL DAN PEMBAHASAN 

Hasil penelitian ini menggambarkan proses deteksi dan klasifikasi serangan siber dengan metode machine 

learning algoritma K-Nearest Neighbor (KNN) dan Random Forest (RF) berdasarkan data log sistem yang 

diperoleh dari Biro Sistem Informasi Universitas Muhammadiyah Purwokerto. 
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3.1 Pengumpulan Data 

Data yang digunakan dalam penelitian ini merupakan dataset log serangan siber yang diperoleh dari Biro 

Sistem Informasi Universitas Muhammadiyah Purwokerto. Dataset ini memuat berbagai informasi penting terkait 

aktivitas lalu lintas jaringan yang mencurigakan dan potensi ancaman siber yang terdeteksi oleh sistem keamanan 

internal. Dataset tersebut dapat dilihat pada Gambar 2.  

 

 
Gambar 2. Dataset Penelitian 

 

Dataset yang digunakan terdiri atas 500 baris dan 25 atribut, yang sebagian besar berisi data lengkap. Namun, 

kolom URL/Directory dan SANGFOR WIKI mengandung data hilang dan perlu diproses lebih lanjut. Sebagian 

besar atribut bertipe kategorikal, sedangkan Src Port dan Dst Port bertipe numerik. Informasi dalam dataset ini 

mencakup aspek lalu lintas dan keamanan jaringan yang penting untuk deteksi serta klasifikasi serangan siber. 

Penjelasan dari setiap atribut dapat dilihat pada Tabel 1. 

 

Tabel 1. Penjelasan Tiap Atribut 

No Nama Atribut Pengertian Atribut 

1 Date Waktu dan tanggal kejadian atau serangan tercatat. 

2 Type Jenis serangan atau aktivitas yang terdeteksi. 

3 Protocol Protokol jaringan yang digunakan (HTTP, HTTPS, dll). 

4 Method Metode HTTP yang digunakan (GET, POST, dll). 

5 URL/Directory URL atau direktori target dari permintaan. 

6 Src Zone Zona sumber lalu lintas (biasanya TRUST atau UNTRUST). 

7 Src IP Alamat IP sumber (penyerang). 

8 Src Location Lokasi geografis dari alamat IP sumber. 

9 Src Port Port yang digunakan oleh sumber. 

10 Xff_IP Alamat IP yang diteruskan oleh header X-Forwarded-For. 

11 Dst Zone Zona tujuan lalu lintas. 

12 Dst IP Alamat IP tujuan (target serangan). 
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No Nama Atribut Pengertian Atribut 

13 Dst Port Port yang digunakan oleh tujuan. 

14 Rule ID ID aturan keamanan yang mendeteksi ancaman. 

15 State Code Kode status dari sistem keamanan. 

16 Policy Name Nama kebijakan atau aturan yang diterapkan. 

17 Description Deskripsi umum tentang serangan yang terdeteksi. 

18 Rule Name Nama aturan atau rule spesifik dalam sistem keamanan. 

19 Solution Solusi atau rekomendasi penanganan terhadap ancaman. 

20 Reference Referensi tambahan atau catatan terkait ancaman. 

21 Sangfor Wiki Tautan ke dokumentasi Sangfor Wiki terkait serangan. 

22 Threat Level Tingkat ancaman (Rendah, Sedang, Tinggi). 

23 Action Tindakan yang diambil oleh sistem (misalnya: Deny). 

24 Impact Dampak atau konsekuensi dari serangan. 

25 Data Packet Isi data paket yang terkait dengan permintaan atau serangan. 

3.2 Pra-Pemrosesan 

 
Gambar 3. Dataset Penelitian 

 

Gambar 3 menunjukkan tahapan awal dalam proses praprosesan data yang dimulai dengan melakukan seleksi 

atribut dari total 25 atribut yang tersedia dalam dataset. Dari seluruh atribut tersebut, dipilih lima atribut yang 

dianggap paling relevan untuk proses klasifikasi, yaitu Type, Protocol, Method, dan Src Location sebagai fitur 

(variabel independen), serta Threat Level sebagai target klasifikasi (variabel dependen). Pemilihan atribut ini 

dilakukan untuk menyederhanakan model serta memfokuskan analisis pada informasi yang paling berkontribusi 

terhadap penentuan level ancaman dalam data. Setelah atribut-atribut tersebut ditentukan, dilakukan proses 

konversi data kategorikal ke bentuk numerik menggunakan LabelEncoder dari pustaka scikit-learn, baik untuk 

keempat fitur maupun targetnya, guna memastikan data dapat dibaca oleh algoritma pembelajaran mesin yang 

digunakan.  

Proses encoding penting untuk menjaga konsistensi format data dan menghindari kesalahan dalam 

pemodelan. Setelah proses encoding selesai, langkah berikutnya adalah melakukan visualisasi distribusi kelas pada 

target Threat Level dalam bentuk grafik batang. Visualisasi ini bertujuan untuk mengetahui sebaran data pada 

masing-masing kelas sebelum dilakukan proses balancing data, karena ketidakseimbangan distribusi kelas dapat 

menyebabkan bias dalam pembelajaran model dan menurunkan performa klasifikasi. 

3.3 Pemodelan 

Penelitian ini menerapkan dua algoritma klasifikasi yang populer dalam pembelajaran mesin, yaitu K-Nearest 

Neighbors (KNN) dan Random Forest (RF), guna mengevaluasi kemampuannya dalam memprediksi dan 

mengklasifikasikan data serangan siber berdasarkan log sistem yang tersedia. 

1. K-Nearest Neighbors (KNN) 

Model K-Nearest Neighbors (KNN) pada Gambar 4 dibangun menggunakan KNeighborsClassifier dengan 

n_neighbors = 5, yang berarti model mempertimbangkan lima tetangga terdekat dalam menentukan kelas suatu 

data. Sebelum pelatihan, data dinormalisasi menggunakan StandardScaler karena KNN sensitif terhadap skala 
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data. Proses pelatihan dilakukan dengan data latih yang telah diskalakan (X_train dan y_train), lalu digunakan 

untuk memprediksi label pada data uji (X_test) yang juga telah dinormalisasi. Pemilihan jumlah tetangga bertujuan 

untuk mencapai keseimbangan antara kompleksitas model dan akurasi prediksi. 

 

 
Gambar 4. KNN Model 

 

2. Random Forest (RF) 

Model Random Forest dibangun menggunakan RandomForestClassifier dengan 100 pohon keputusan 

(n_estimators=100) dan random_state=42 untuk memastikan hasil yang konsisten. Tidak seperti KNN, algoritma 

ini tidak memerlukan proses scaling, sehingga langsung dilatih menggunakan data latih (X_train dan y_train) dan 

digunakan untuk memprediksi data uji (X_test). Model Random Forest ditunjukkan pada Gambar 5. 

 

 
Gambar 5. Random Forest Model 

 

Berdasarkan hasil pemodelan, metode K-Nearest Neighbor (KNN) dan Random Forest memiliki pendekatan 

yang berbeda dalam melakukan prediksi. KNN mengandalkan kedekatan jarak antar data untuk menentukan kelas, 

sehingga performanya sangat dipengaruhi oleh distribusi data dan pemilihan parameter k. Sementara itu, Random 

Forest bekerja dengan menggabungkan beberapa pohon keputusan yang dibangun dari subset data yang berbeda 

untuk menghasilkan prediksi yang lebih akurat. 

3.4 Evaluasi 

Evaluasi performa dilakukan terhadap dua model klasifikasi yang digunakan, yaitu K-Nearest Neighbors 

(KNN) dan Random Forest (RF). Evaluasi pada Gambar 6. dilakukan dengan menggunakan metrik akurasi dan 

classification report yang mencakup precision, recall, dan f1-score. Kode Evaluasi K-Nearest Neighbors (KNN) 

dan Random Forest (RF) dapat dilihat pada Gambar 6. 

 

 
Gambar 6. Evaluasi K-Nearest Neighbors (KNN) dan Random Forest (RF) 

 



Jurnal Pendidikan dan Teknologi Indonesia (JPTI)   p-ISSN: 2775-4227 
  e-ISSN: 2775-4219 
 

 

3617 
 

Hasil grafik performa serta metrik evaluasi dari model K-Nearest Neighbors (KNN) dan Random Forest (RF) 

dapat dilihat pada Gambar 7 dan Gambar 8. Pada Gambar 7 ditampilkan grafik perbandingan akurasi dan metrik 

lainnya untuk kedua model, sedangkan Gambar 8 menyajikan confusion matrix yang menggambarkan detail 

prediksi masing-masing model. Kedua gambar ini memberikan gambaran komprehensif mengenai efektivitas dan 

keakuratan model dalam klasifikasi data. 

 

 
Gambar 7. Grafik peforma K-Nearest Neighbors (KNN) dan Random Forest (RF) 

 

Berdasarkan hasil evaluasi, akurasi model Random Forest mencapai 94,87%, lebih tinggi dibanding KNN 

yang hanya memperoleh 89,32%. Perbedaan akurasi ini dapat disebabkan oleh kemampuan Random Forest dalam 

melakukan ensemble learning, yaitu menggabungkan banyak pohon keputusan untuk menghasilkan prediksi yang 

lebih stabil dan akurat, serta lebih tahan terhadap overfitting. 

 

 
Gambar 8. Metrik evaluasi K-Nearest Neighbors (KNN) dan Random Forest (RF) 

 

Sementara itu, KNN cenderung sensitif terhadap data yang memiliki distribusi tidak merata atau noise, karena 

klasifikasi dilakukan berdasarkan kedekatan jarak antar titik data di ruang fitur tanpa proses pelatihan model yang 

mendalam. Selain akurasi, metrik evaluasi lainnya juga menunjukkan keunggulan sss. Model ini mencatat f1-score 

sebesar 0.95 pada kedua kelas, sedangkan KNN hanya mencapai 0.88 untuk kelas 0 dan 0.90 untuk kelas 1. 

Meskipun KNN cukup seimbang dalam precision dan recall, Random Forest tetap lebih unggul dalam ketepatan 

klasifikasi. 

Untuk meningkatkan reliabilitas evaluasi model dan mengurangi kemungkinan bias akibat pembagian data 

tunggal (single train-test split), dilakukan validasi silang menggunakan metode K-Fold Cross Validation. Teknik 

ini membagi data menjadi lima subset (fold) yang secara bergantian digunakan sebagai data uji dan latih, sehingga 

memberikan estimasi performa model yang lebih stabil dan representatif. Proses ini diterapkan pada kedua 

algoritma, yaitu K-Nearest Neighbors (KNN) dan Random Forest (RF), dengan menggunakan data yang telah 

melalui tahap encoding, oversampling dengan SMOTE, serta normalisasi. Hasil dari validasi silang ini 

menunjukkan bahwa Random Forest tetap menunjukkan performa unggul dengan akurasi rata-rata sebesar 

95,53%, sementara KNN memperoleh akurasi sebesar 93,24%, seperti ditampilkan pada Gambar 9. 

 

 
Gambar 9. Hasil K-Fold Cross Validation terhadap Akurasi KNN dan Random Forest 
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Gambar 10 menampilkan perbandingan akurasi masing-masing algoritma pada setiap fold selama proses 5-

Fold Cross Validation. Terlihat bahwa Random Forest secara konsisten menghasilkan akurasi yang lebih tinggi 

dan stabil di tiap fold dibandingkan KNN. Hal ini semakin memperkuat temuan sebelumnya bahwa Random Forest 

lebih unggul dalam hal konsistensi performa pada data yang divalidasi silang. 

 

 
Gambar 9. Grafik Akurasi Tiap Fold pada 5-Fold Cross Validation untuk KNN dan Random Forest 

4. KESIMPULAN 

Pesatnya perkembangan serangan siber menuntut sistem deteksi yang cerdas dan adaptif untuk mengamankan 

jaringan informasi. Untuk menjawab tantangan tersebut, dilakukan evaluasi terhadap dua algoritma klasifikasi, 

yaitu K-Nearest Neighbors (KNN) dan Random Forest (RF), guna mengetahui metode yang paling efektif dalam 

mendeteksi ancaman melalui data log jaringan. Hasil pengujian menunjukkan bahwa Random Forest memiliki 

akurasi lebih tinggi sebesar 94,87% dibandingkan KNN yang hanya mencapai 89,32%, serta nilai precision, recall, 

dan f1-score yang lebih stabil pada masing-masing kelas. Meski demikian, KNN memiliki keunggulan dalam 

kesederhanaan dan interpretabilitas, yang masih relevan untuk sistem dengan sumber daya terbatas. RF dinilai 

lebih unggul dalam efektivitas klasifikasi, namun bersifat lebih kompleks dan kurang transparan dibanding KNN. 

Ke depan, pengujian dengan teknik validasi silang dan eksplorasi model lain, termasuk pendekatan deep learning, 

dapat menjadi langkah lanjutan untuk meningkatkan keandalan dan adaptivitas sistem deteksi serangan siber. 
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