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Abstrak 

 
Integrasi kecerdasan buatan (Artificial Intelligence/AI) seperti Large Language Model (LLM) dan Retrieval-

Augmented Generation (RAG) berpotensi mentransformasi portal data pemerintah, namun implementasinya 

terhambat oleh kurangnya tinjauan sistematis dan kerangka evaluasi yang spesifik. Penelitian ini bertujuan untuk 

mengidentifikasi, mengevaluasi, dan mensintesis literatur terkini mengenai metodologi, keberhasilan, dan 

tantangan integrasi teknologi tersebut melalui tinjauan pustaka sistematis. Metode ini diterapkan dengan pencarian 

terstruktur pada basis data Google Scholar, Scopus, dan IEEE Xplore, diikuti proses penyaringan bertahap. Hasil 

tinjauan menunjukkan bahwa teknologi AI terbukti efektif meningkatkan komunikasi pemerintah-warga, efisiensi 

layanan, dan akurasi pengambilan data, di mana penyesuaian model menjadi faktor penting. Namun, 

implementasinya masih menghadapi tantangan signifikan terkait tata kelola, kualitas data, dan masalah etis. Hasil 

penelitian ini menekankan pentingnya pengembangan kerangka kerja tata kelola yang komprehensif untuk 

memastikan penerapan AI yang akuntabel dan selaras dengan kepentingan publik. 

 
Kata kunci: E-Government, Kecerdasan Buatan, Large Language Model, Portal Data Pemerintah, Retrieval-

Augmented Generation 

 

 

Transforming Government Data Portals in Indonesia with Large Language Models and 

Retrieval-Augmented Generation: Systematic Literature Review 

 
Abstract 

 

The integration of AI, such as LLM and RAG, has the potential to transform government data portals, yet its 

implementation is hindered by a lack of systematic reviews and specific evaluation frameworks. This study aims 

to identify, evaluate, and synthesize current literature on the methodologies, successes, and challenges of this 

technology integration through a Systematic Literature Review (SLR). The SLR method was applied using a 

structured search across Google Scholar, Scopus, and IEEE Xplore databases, followed by a multi-stage screening 

process. The findings show that AI technology is effective in improving citizen-government communication, service 

efficiency, and data retrieval accuracy, with model fine-tuning being a key success factor. However, 

implementation still faces significant challenges related to governance, data quality, and ethical issues. These 

findings underscore the urgency of developing a comprehensive governance framework to ensure an accountable 

and publicly aligned AI deployment. 

 

Keywords: Artificial Intelligence, E-Government, Government Data Portal, Large Language Model, Retrieval-

Augmented Generation 

 

1. PENDAHULUAN 

Integrasi teknologi AI, seperti LLM dan RAG, dengan portal data milik pemerintah sangat berpotensi untuk 

membuat layanan publik menjadi lebih efisien, mudah diakses, dan transparan. Contohnya, portal data pemerintah 

seperti Portal Satu Data Indonesia akan sangat terbantu dengan adanya AI, karena teknologi ini dapat 

mempermudah pengelolaan dan pencarian informasi dari kumpulan data yang sangat besar dan sering berubah-

ubah [1], [2], [3]. Seiring data pemerintah yang semakin banyak dan rumit, teknologi AI seperti LLM dan RAG 

menjadi solusi untuk mempermudah akses serta pemanfaatan data secara lebih efektif, sehingga warga dan 

pemerintah bisa mendapatkan wawasan yang relevan secara real-time [4], [5]. Potensi utama AI dalam 
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pemerintahan adalah kemampuannya untuk, meningkatkan kemudahan akses data [5], [6], memperkuat interaksi 

antara warga dan pemerintah [5], [6] dan mendukung pengambilan keputusan melalui analisis data yang canggih 

[5], [6]. Pesatnya pertumbuhan pemerintahan digital dan e-government membuat pemanfaatan teknologi ini 

semakin mendesak untuk mengatasi tantangan data publik yang kian kompleks [4]. Secara teknis, LLM unggul 

dalam memahami dan menghasilkan bahasa, sementara RAG menyempurnakannya dengan mengambil data real-

time saat menyusun jawaban [2], [3]. Gabungan kedua teknologi ini dapat mengurangi risiko informasi yang tidak 

akurat, karena jawaban yang diberikan selalu bersumber dari data yang andal dan spesifik di bidangnya [5], [6]. 

Teknologi LLM dan RAG memberikan peluang baru untuk sangat mempermudah proses pencarian data dan 

menjawab pertanyaan di portal pemerintah. Dengan adanya AI, sistem dapat secara otomatis "menerjemahkan" 

pertanyaan dalam bahasa sehari-hari dari warga menjadi wawasan yang terstruktur dan dapat ditindaklanjuti. Hal 

ini membuat interaksi warga dengan data pemerintah menjadi lebih alami dan mudah [1], [2]. Lebih dari itu, AI 

mampu meningkatkan kualitas pengambilan keputusan karena dapat memberikan jawaban yang lebih akurat dan 

sesuai konteks, sehingga proses pemerintahan menjadi lebih efisien dan transparan [5]. Solusi berbasis AI ini 

berpotensi besar untuk mewujudkan tata kelola cerdas (smart governance) dengan cara memungkinkan keputusan 

kebijakan yang lebih cepat dan akurat, meningkatkan transparansi melalui akses data yang lebih baik, dan 

mendukung keputusan yang tepat sasaran berdasarkan analisis data yang menyeluruh dan real-time [4], [6]. Pada 

akhirnya, tujuannya bukan hanya sekadar mempermudah akses data, tetapi juga untuk membangun sebuah 

ekosistem di mana AI memberdayakan warga dan lembaga pemerintah untuk mencapai hasil tata kelola yang lebih 

baik [2].  

Alasan utama integrasi AI dengan portal data pemerintah adalah mewujudkan tata kelola yang cerdas dan 

meningkatkan kualitas layanan publik. AI dapat mengatasi tantangan data pemerintah yang sering kali berubah-

ubah dan tidak terstruktur. Hasilnya, warga menjadi lebih mudah mengakses informasi yang mereka butuhkan, 

dan pemerintah dapat membuat keputusan yang lebih tepat berbasis bukti [3], [5]. Dengan meningkatkan cara 

pengambilan data dan menggunakan wawasan dari AI, pemerintah dapat melayani publik lebih baik serta 

mendorong layanan yang lebih efisien, transparan, dan terbuka untuk semua [1], [6]. Platform berbasis AI seperti 

chatbot dan asisten virtual kini sedang dikembangkan sebagai jembatan komunikasi antara warga dan pemerintah. 

Tujuannya adalah untuk menawarkan bantuan yang lebih personal dan mempermudah akses ke berbagai layanan 

[3]. Perubahan ini merupakan transformasi besar dalam cara pemerintah berinteraksi dengan warganya, membuat 

semua proses menjadi lebih responsif, ramah pengguna, dan inklusif. Selain itu, integrasi AI dapat meningkatkan 

akuntabilitas dan kepercayaan kepada pemerintah dengan menjadikan layanan publik lebih transparan dan mudah 

diakses [4]. Singkatnya, penggunaan LLM dan RAG di portal data pemerintah bukan hanya sekadar peningkatan 

teknis tapi sebuah perubahan mendasar menuju sektor publik yang lebih cerdas, efisien, dan transparan. Integrasi 

ini sangat penting untuk menjawab tuntutan tata kelola berbasis data, memastikan semua pihak dapat 

menggunakan data secara efektif untuk mendukung pengambilan keputusan, meningkatkan layanan, dan 

membangun kepercayaan publik [1], [2]. 

Sekalipun penggunaan AI di sektor publik terus berkembang, sebagian besar penelitian yang ada masih 

bersifat kualitatif dan kurangnya kerangka evaluasi yang spesifik untuk mengukur dampak nyata dari penerapan 

AI di pemerintahan [7], [8]. Terlebih lagi, kerangka evaluasi AI yang ada saat ini umumnya tidak cukup menjawab 

tantangan unik yang dimiliki data pemerintah, yang sangat sensitif terhadap isu keamanan, privasi, dan kepatuhan 

terhadap regulasi. Kemudian, meskipun beberapa studi [9], [10] telah mengeksplorasi penggunaan AI di sektor 

publik, belum ada tinjauan sistematis yang secara komprehensif menganalisis tantangan dan keberhasilan integrasi 

teknologi spesifik seperti LLM dan RAG pada portal data pemerintah. Kesenjangan ini menunjukkan adanya 

kebutuhan untuk mensintesis penelitian yang ada guna memberikan panduan strategis bagi implementasi di masa 

depan. Tinjauan pustaka sistematis ini dipandu oleh 3 (tiga) pertanyaan penelitian (Research Question/RQ) utama 

untuk menjawab berbagai tantangan dan kesenjangan tersebut: 

RQ1: Bagaimana cara terbaik mengintegrasikan AI dengan portal data pemerintah agar data lebih mudah 

diakses? 

RQ2: Apa saja tantangan dan solusi dalam mencari data dan menjawab pertanyaan dari data pemerintah yang 

terus berubah? 

RQ3: Bagaimana cara menyesuaikan LLM dengan data pemerintah agar bisa memberikan jawaban yang 

akurat dan spesifik? 

Sehingga, penelitian ini bertujuan untuk mengidentifikasi, mengevaluasi, dan mensintesis literatur terkini 

mengenai metodologi, keberhasilan, dan tantangan dalam integrasi LLM dan RAG pada portal data pemerintah 

melalui tinjauan pustaka sistematis. 
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2. TINJAUAN PUSTAKA 

2.1. Sistem Portal Data Pemerintah 

Portal data pemerintah adalah sebuah platform digital atau situs web yang menyediakan akses terbuka bagi 

publik terhadap berbagai informasi dan data yang dimiliki pemerintah. Tujuan utama dari sistem ini adalah untuk 

membuat pemerintah lebih transparan (terbuka), akuntabel (bertanggung jawab), dan meningkatkan partisipasi 

masyarakat dalam pemerintahan. Portal ini menjadi sumber informasi publik yang mendukung pengambilan 

keputusan yang lebih baik dan mendorong lahirnya inovasi melalui analisis data [9], [10]. Pemanfaatan teknologi 

terbaru dan pendekatan berbasis data diharapkan dapat mendorong keterlibatan aktif warga serta meningkatkan 

kepercayaan mereka kepada pemerintah [5], [7]. Seiring berkembangnya layanan pemerintahan digital, portal data 

pemerintah kini sering dilengkapi dengan AI untuk meningkatkan interaksi antara pemerintah dan masyarakat. 

Contohnya, penggunaan LLM dapat mempermudah warga mendapatkan informasi melalui fitur tanya-jawab. 

Warga bisa mengajukan pertanyaan dalam bahasa sehari-hari dan langsung menerima jawaban yang akurat dan 

relevan. Berbagai penelitian menunjukkan bahwa interaksi semacam ini dapat dioptimalkan dengan teknologi yang 

tepat untuk menghasilkan respons otomatis yang berkualitas [3], [8]. 

Dari sudut pandang sistem yang kompleks, portal data pemerintah mencerminkan interaksi antara aspek 

sosial dan teknologi [9]. Data terbuka yang disediakannya dapat dimanfaatkan untuk analisis Big Data, 

memungkinkan riset yang lebih mendalam serta mendukung pengambilan keputusan di tingkat politik dan 

administrasi [10]. Sebagai contoh, data real-time mengenai pengeluaran publik atau kondisi lalu lintas dapat 

meningkatkan efisiensi layanan dan penyediaan informasi kepada masyarakat [9], [10]. Namun, ada tantangan 

besar terkait privasi dan keamanan data. Penting untuk memastikan data yang dipublikasikan tidak melanggar 

hukum privasi dan tidak mengandung bias yang bisa merugikan jika digunakan tanpa konteks yang benar [11], 

[12]. Sehingga, diperlukan sebuah kerangka tata kelola yang efisien untuk menyeimbangkan antara transparansi 

data dan perlindungan hak individu [13]. Penggunaan AI juga dapat meningkatkan sistem manajemen data 

pemerintah. Sistem berbasis AI bisa digunakan untuk mendeteksi kualitas jawaban yang diberikan kepada publik 

atau memperbaiki interaksi chatbot antara pemerintah dan warga [14], [15]. Dengan alat ini, pemerintah dapat 

mengelola pertanyaan warga secara lebih efektif dan memberikan informasi yang lebih relevan. Penerapan AI di 

portal data pemerintah dapat mengubah cara pemerintah berinteraksi dan melayani warganya, meskipun ini 

memerlukan investasi besar pada infrastruktur dan pelatihan sumber daya manusia [16]. Misalnya, model AI yang 

dilatih khusus dengan bahasa dan istilah hukum pemerintah dapat membantu menyederhanakan penyampaian 

peraturan kepada masyarakat [3]. 

Portal data pemerintah juga berfungsi sebagai platform untuk inovasi dan kolaborasi antara berbagai pihak, 

termasuk sektor publik dan swasta. Dengan menyediakan data terbuka, pemerintah dapat mengundang pihak ketiga 

untuk menciptakan solusi kreatif dari data tersebut [17], [18]. Dari sisi sosial, keterbukaan data dapat mendorong 

masyarakat untuk lebih proaktif dalam politik dan pengambilan keputusan. Warga yang memiliki akses ke data 

yang transparan cenderung lebih aktif terlibat dalam diskusi kebijakan publik [5], [7]. Selain itu, AI seperti LLM 

dapat meningkatkan pengalaman interaksi ini dengan memberikan respons yang lebih cepat dan relevan [1], [8]. 

Perubahan besar yang dibawa oleh portal data pemerintah tidak akan terwujud tanpa komitmen untuk terus 

mengevaluasi dan memperbaiki sistem yang ada. Penelitian berkelanjutan mengenai efektivitas dan dampak portal 

ini sangat penting untuk memastikan tujuannya tercapai [16], [19]. Kemudahan akses yang ditawarkan teknologi 

harus selalu diimbangi dengan perhatian pada aspek keamanan serta norma hukum dan etika. 

2.2. Large Language Model 

LLM adalah model kecerdasan buatan canggih yang dirancang untuk memahami dan menghasilkan bahasa 

manusia dengan sangat akurat. Konsep ini berakar dari teknik machine learning dan pemrosesan bahasa alami 

(NLP). LLM dilatih menggunakan data teks dalam jumlah masif, yang memungkinkannya menangkap struktur, 

nuansa, dan konteks bahasa [3], [20]. Dengan kemampuannya, LLM bisa melakukan berbagai tugas, mulai dari 

penerjemahan bahasa, pembuatan teks, menjawab pertanyaan, hingga melaksanakan tugas-tugas administratif di 

sektor pemerintahan. Salah satu keunggulan utama LLM adalah kemampuannya beradaptasi di berbagai konteks 

tanpa perlu pelatihan ulang yang besar. Model ini dapat menjawab pertanyaan umum maupun spesifik dengan 

memanfaatkan pengetahuan yang sudah tersimpan [2], [11]. Meski begitu, LLM terkadang bisa mengalami 

"halusinasi", yaitu memberikan informasi yang tidak akurat [8], [21]. Walaupun demikian, potensi LLM untuk 

meningkatkan layanan pemerintahan digital, analisis kebijakan, dan pengambilan keputusan sangatlah besar [2], 

[11]. 

Dalam praktiknya, LLM telah banyak digunakan dalam sistem pemerintahan digital untuk meningkatkan 

interaksi antara pemerintah dan masyarakat. Misalnya, dalam sistem tanya-jawab, LLM memungkinkan 

pemerintah memberikan respons yang lebih cepat dan relevan atas pertanyaan warga. LLM berfungsi layaknya 
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asisten cerdas yang mempermudah penyampaian informasi dan akses terhadap layanan pemerintah. Hal ini tidak 

hanya mempercepat tugas administratif, tetapi juga meningkatkan transparansi dan akuntabilitas pemerintah [2], 

[3], [8]. Meskipun menawarkan banyak manfaat, penggunaan LLM di pemerintahan memiliki tantangan tersendiri. 

Tantangan utamanya adalah pemahaman konteks. Saat menjawab pertanyaan terkait administrasi atau hukum, 

LLM sering kali tidak memiliki pemahaman mendalam tentang lingkungan hukum dan sosial yang kompleks. Hal 

ini dapat menghasilkan jawaban yang kurang memuaskan jika model tidak diperbarui secara berkala dengan 

informasi terkini [2], [11].  Seiring kemajuan teknologi, potensi LLM untuk mempermudah akses ke data statistik 

dan mendukung pengambilan keputusan berbasis bukti akan semakin besar. Namun, penelitian dan evaluasi lebih 

lanjut sangat diperlukan untuk memastikan akurasi dan integritas LLM dalam transformasi digital pemerintahan. 

Ini termasuk mengembangkan kerangka kerja evaluasi yang terstandarisasi untuk menilai efektivitas dan 

keandalan model ini saat melayani masyarakat [5], [11], [20]. 

2.3. Retrieval-Augmented Generation (RAG) 

RAG adalah sebuah pendekatan mutakhir yang menggabungkan dua kemampuan utama: kemampuan 

mengambil informasi dari sebuah basis data dengan kemampuan menghasilkan teks dari LLM. Tujuan utama RAG 

adalah memperkaya LLM dengan informasi eksternal yang relevan dan terkini, sehingga jawaban yang dihasilkan 

menjadi lebih akurat dan sesuai konteks [2], [5]. Secara sederhana, RAG bekerja dalam dua langkah utama a) 

Tahap Pengambilan (Retrieval) yaitu saat ada pertanyaan, sistem RAG akan mencari dan mengambil dokumen 

atau potongan informasi yang paling relevan dari sebuah basis data yang telah ditentukan [20]; b) Tahap 

Pembuatan (Generation) yaitu informasi yang ditemukan tadi kemudian diberikan kepada LLM sebagai konteks 

tambahan. Dengan konteks ini, LLM menghasilkan jawaban yang tidak hanya berdasarkan pengetahuan 

internalnya, tetapi juga didasarkan pada data eksternal yang baru saja diambil, sehingga hasilnya lebih faktual dan 

dapat diandalkan [2]. 

Pendekatan ini sangat bermanfaat dalam konteks pemerintahan dan layanan publik, di mana akurasi dan 

kebenaran informasi sangatlah krusial. Dengan menyediakan informasi yang lebih transparan dan bermanfaat, 

RAG dapat meningkatkan interaksi dan kepercayaan masyarakat terhadap pemerintah [2], [5]. Namun, RAG juga 

memiliki tantangan. Tantangan utamanya adalah memastikan kualitas dan relevansi data yang diambil. Tidak 

semua informasi yang ditemukan akan cocok dengan pertanyaan spesifik. Sehingga, kemampuan sistem untuk 

menyaring informasi dengan tepat sebelum menghasilkan jawaban sangatlah penting untuk mencegah 

misinformasi atau jawaban yang tidak akurat [3]. Riset lebih lanjut mengenai teknik penyaringan ini sangat 

diperlukan untuk meningkatkan efektivitas RAG [2]. Di masa depan, RAG diharapkan dapat menjadi jembatan 

antara kemampuan LLM dan kebutuhan spesifik sektor publik. Dengan kemampuannya mengambil informasi 

yang akurat dan menjelaskan kebijakan atau prosedur secara lebih mudah dipahami, RAG dapat meningkatkan 

komunikasi antara pemerintah dan warganya [20]. Hal ini dapat membuka jalan bagi aplikasi pemerintahan yang 

lebih inovatif dan responsif terhadap kebutuhan masyarakat [5]. Secara keseluruhan, RAG adalah inovasi penting 

untuk menangani kompleksitas interaksi dan pengambilan keputusan berbasis informasi di era pemerintahan 

digital [2], [3]. 

3. METODE PENELITIAN 

3.1. Strategi Pencarian 

Proses pencarian literatur untuk tinjauan pustaka sistematis ini dilakukan secara terstruktur dan menyeluruh. 

Tujuannya adalah untuk menemukan semua penelitian yang relevan mengenai pemanfaatan teknologi AI 

(khususnya LLM dan RAG) dalam sistem data pemerintah. Untuk mengumpulkan berbagai sumber seperti artikel 

ilmiah, makalah konferensi, dan laporan teknis, peneliti menggunakan perangkat lunak Publish or Perish. Alat ini 

mengambil data dari Google Scholar, Scopus dan IEEE Explore, sehingga dapat menjangkau banyak sekali 

penelitian terbaru di bidang AI dan tata kelola pemerintahan. Pencarian dilakukan menggunakan kata kunci 

(keyword) yang spesifik dan disesuaikan untuk menemukan studi yang membahas penerapan, tantangan, dan 

kemajuan AI pada data pemerintah yang dinamis dan terbuka. Beberapa kata kunci yang digunakan antara lain "AI 

in government data systems", "LLMs", "RAG techniques", "open-domain question answering", "government 

portals" dan "data retrieval techniques". Pendekatan ini memastikan bahwa pilihan artikel yang dikumpulkan 

benar-benar lengkap dan sesuai dengan pertanyaan penelitian yang telah ditetapkan. 

3.2. Kriteria Inklusi dan Eksklusi 

Kriteria inklusi dan eksklusi didefinisikan dengan cermat untuk memastikan bahwa hanya studi relevan yang 

membahas pertanyaan penelitian inti yang disertakan dalam tinjauan, seperti ditunjukkan pada tabel 1. 
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Tabel 1. Kriteria Inklusi dan Eksklusi 

Kriteria Inklusi Kriteria Eksklusi 

1. Penelitian harus berfokus pada integrasi teknologi AI, 

khususnya LLM dan RAG, dalam sistem data pemerintah. 

2. Penelitian harus membahas metodologi yang terkait dengan 

tanya jawab domain terbuka, pengambilan data, atau 

pembuatan pengetahuan berbasis AI dari kumpulan data 

pemerintah. 

3. Penelitian harus dipublikasikan dalam jurnal yang ditinjau 

sejawat atau konferensi bereputasi tinggi. 

4. Penelitian harus ditulis dalam bahasa Inggris. 

5. Penelitian harus dipublikasikan antara tahun 2016 dan 2025, 

untuk memastikan penelitian tersebut baru dan 

mencerminkan kemajuan terbaru dalam teknologi AI. 

1. Penelitian yang tidak berfokus pada 

sistem data pemerintah atau portal 

publik. 

2. Penelitian yang membahas aplikasi AI 

di sektor nonpemerintah atau industri 

yang tidak terkait. 

3. Penelitian yang tidak memberikan bukti 

empiris yang cukup, aplikasi praktis, 

atau metodologi yang jelas. 

4. Penelitian yang tidak ditinjau sejawat 

seperti blog, artikel opini, atau studi 

yang tidak dipublikasikan. 

3.3. Proses Penyaringan 

Proses penyaringan dan seleksi studi dilakukan mengikuti alur PRISMA (Preferred Reporting Items for 

Systematic Reviews and Meta-Analyses) yang diilustrasikan pada Gambar 1. Proses ini terdiri dari beberapa 

tahapan. Untuk memastikan objektivitas dan meminimalkan risiko bias selama proses tersebut, penyaringan studi 

dilakukan secara independen oleh 2 peneliti. 

1. Pada tahap identifikasi, pencarian awal dari tiga basis data (Google Scholar, Scopus, dan IEEE Xplore) 

menghasilkan total 552 artikel. Dari jumlah tersebut, sebanyak 36 artikel duplikat berhasil diidentifikasi dan 

dihapus sebelum proses penyaringan. 

2. Tahap selanjutnya adalah penyaringan berdasarkan judul dan abstrak terhadap 516 artikel yang tersisa. Pada 

tahap ini, sebanyak 310 artikel disisihkan karena tidak sesuai dengan fokus penelitian. Dengan demikian, 

tersisa 206 artikel yang dianggap potensial dan dicari teks lengkapnya (full-text) untuk diperiksa lebih lanjut. 

Dari jumlah tersebut, 27 artikel tidak dapat diakses, sehingga total artikel yang dinilai kelayakannya adalah 

179. 

3. Pada tahap kelayakan, setelah membaca teks lengkap, sebanyak 145 artikel kembali disisihkan dengan alasan 

utama: tidak memuat integrasi LLM atau RAG (n=82) dan tidak berfokus pada portal data pemerintah (n=63). 

Akhirnya, proses seleksi ini menghasilkan 34 artikel ilmiah yang disertakan dalam tinjauan sistematis ini. 

 

 
Gambar 1. Diagram Alur PRISMA 
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3.4. Risiko Bias 

Untuk meminimalkan potensi risiko bias pada saat penyaringan artikel ilmiah, beberapa strategi diterapkan. 

Pertama, kriteria inklusi dan eksklusi yang sangat ketat dan spesifik telah ditetapkan sebelum proses penyaringan 

dimulai. Kedua, kriteria tersebut diuji coba pada sampel kecil artikel untuk memastikan konsistensi dalam 

penerapannya. Ketiga, setiap keputusan untuk menyisihkan artikel pada tahap penyaringan judul, abstrak, dan teks 

lengkap didasarkan secara eksplisit pada kriteria yang telah ditentukan tersebut. Dengan mengikuti protokol yang 

terstruktur dan kriteria yang jelas, objektivitas dalam proses penyaringan dijaga semaksimal mungkin. 

3.5. Proses Ekstraksi Data 

Proses ekstraksi data dirancang untuk mengambil informasi-informasi kunci dari setiap artikel yang telah 

lolos tahap penyaringan, yang dijalankan secara sistematis untuk memastikan semua data penting tercatat dengan 

konsisten. Dari setiap artikel, diekstraksi lima jenis informasi utama, yaitu: tujuan penelitian, yang mencakup 

tujuan utama dan pertanyaan riset terkait peran AI; metode yang digunakan, seperti studi kasus atau survei; temuan 

atau kesimpulan utama mengenai efektivitas AI; keterbatasan yang diakui oleh penulis; serta kesenjangan 

penelitian yang perlu dieksplorasi lebih lanjut. Semua data yang terkumpul ini kemudian disusun secara sistematis 

dalam sebuah tabel untuk mempermudah proses analisis dan penggabungan temuan. Dengan demikian, identifikasi 

tren, keberhasilan, tantangan, dan celah penelitian di lapangan dapat dilakukan secara lebih jelas dan terstruktur.  

4. HASIL DAN PEMBAHASAN 

Proses tinjauan sistematis berhasil mengidentifikasi 34 artikel ilmiah yang relevan untuk dianalisis lebih 

lanjut. Hasil ekstraksi data yang mencakup metode, temuan utama, dan kontribusi masing-masing, disajikan pada 

Tabel 2. 

 

Tabel 2. Hasil Ekstraksi Data 

Author Metode Temuan Kontribusi 

[22] Pendekatan hibrida (kamus & 

aturan) untuk analisis sentimen 

berbasis aspek pada ulasan 

aplikasi. 

Model mencapai akurasi 91,64% 

dalam mengklasifikasikan 

sentimen dari ulasan aplikasi 

pemerintah. 

Menunjukkan penerapan analisis 

sentimen untuk mengevaluasi 

layanan pemerintah (aplikasi 

seluler) dan memberikan wawasan 

dari umpan balik warga. 

[12] Menyajikan kerangka kerja 

konseptual untuk tata kelola AI 

berdasarkan literatur dan ide yang 

ada. 

Tata kelola AI harus didasari oleh 

tata kelola data yang kuat; 

keberhasilannya membutuhkan 

keseimbangan pendekatan, 

kepemimpinan, dan komunikasi. 

Menyediakan kerangka kerja tata 

kelola AI yang dapat diadopsi oleh 

sektor publik untuk memastikan 

implementasi yang akuntabel. 

[1] Menggunakan metodologi design 

science dan action research untuk 

mengembangkan dan 

memvalidasi chatbot pemerintah. 

Chatbot berbasis AI terbukti dapat 

meningkatkan komunikasi 

pemerintah-warga secara 

signifikan dengan menciptakan 

saluran interaksi digital yang lebih 

kaya. 

Menunjukkan keberhasilan dan 

metode penerapan chatbot AI untuk 

meningkatkan kualitas dan efisiensi 

interaksi layanan publik. 

[23] Menganalisis studi kasus dan 

praktik terbaik dari pertemuan 

para ahli untuk membuat dataset 

terbuka bagi LLM. 

Dataset terbuka sangat penting 

untuk akuntabilitas AI, namun 

pengembangannya terhambat oleh 

tantangan teknis, hukum, dan 

biaya. 

Mengidentifikasi tantangan dan 

praktik terbaik dalam pembuatan 

dataset terbuka yang krusial untuk 

melatih LLM di sektor publik. 

[24] Menggunakan AI untuk 

klasifikasi teks (pendekatan 

"jauh" dan "dekat") untuk menilai 

dan mengelola catatan 

pemerintah. 

AI terbukti lebih cepat dan akurat 

(kesalahan 0.4% vs 1% oleh 

manusia) dalam mengelola 

catatan digital, serta dapat 

menghemat biaya. 

Menunjukkan bukti keberhasilan 

AI dalam otomatisasi dan 

peningkatan efisiensi pengelolaan 

data tidak terstruktur di 

pemerintahan. 

[25] Mengembangkan kerangka kerja 

agen AI berbasis GPT yang 

terintegrasi dengan server dan 

Kerangka kerja AI 

memungkinkan pengguna non-

ahli untuk berinteraksi dengan 

Menyediakan metode untuk 

membuat data kompleks (seperti 

data iklim) lebih mudah diakses 
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Author Metode Temuan Kontribusi 

sandbox untuk simulasi data 

iklim. 

data kompleks, melakukan 

pemodelan prediktif, dan 

visualisasi. 

oleh pengambil keputusan non-

teknis di sektor publik. 

[6] Tinjauan literatur, wawancara 

ahli, dan action labs untuk 

menghasilkan kerangka 

"Spectrum of Scenarios". 

Data terbuka dapat meningkatkan 

kualitas dan akses keluaran AI 

generatif melalui berbagai 

skenario interaksi. 

Menyediakan kerangka konseptual 

yang menguraikan cara interaksi 

antara data terbuka dan AI generatif 

untuk mendemokratisasi akses 

data. 

[18] Studi kasus komparatif metode 

campuran pada program Data 

Pemerintah Terbuka (OGD) di 

dua kota. 

Partisipasi masyarakat dan 

interaksi dengan pemerintah 

sangat memengaruhi penggunaan 

data dan kebijakan; budaya 

keterbukaan menjadi kunci. 

Mengembangkan model ekosistem 

untuk merencanakan program 

OGD, menekankan pentingnya 

faktor sosioteknik. 

[26] Pendekatan teoretis dengan 

memperbarui model Digital Era 

Governance (DEG) yang sudah 

ada. 

Ilmu data dan AI (DSAI) 

mendorong "gelombang ketiga" 

perubahan dalam tata kelola 

digital, memfasilitasi integrasi 

administratif. 

Memperbarui kerangka kerja DEG 

untuk memasukkan dampak 

transformatif AI dan ilmu data pada 

tata kelola publik. 

[27] Studi peramalan (forecasting 

study) menggunakan tinjauan 

literatur, kolaborasi ahli, dan 

Scenario Planning. 

Mengidentifikasi empat skenario 

masa depan untuk komunikasi 

pemerintah-warga melalui chatbot 

dan menyoroti keterbatasan 

chatbot saat ini. 

Menganalisis potensi dan tantangan 

penggunaan chatbot berbasis LLM 

di layanan pemerintah serta 

meramalkan skenario masa depan. 

[28] Mengusulkan model tata kelola 

AI berlapis (Sosial/Hukum, Etika, 

Teknis) yang terinspirasi dari tata 

kelola internet. 

Model berlapis dapat 

menyeimbangkan regulasi, etika, 

dan teknis; menyoroti tantangan 

transparansi dan akuntabilitas AI. 

Menyediakan kerangka kerja tata 

kelola berlapis untuk mengatasi 

sifat "kotak hitam" AI dan 

kompleksitas regulasi di sektor 

publik. 

[3] Mengembangkan model 

GCALLM dengan fine-tuning (P-

tuning v2) pada data Q&A 

pemerintah dan 

membandingkannya dengan 

model lain. 

GCALLM (menggabungkan 

pengetahuan domain) secara 

signifikan mengungguli model 

LLM standar dalam akurasi 

konsultasi layanan pemerintah. 

Menunjukkan efektivitas fine-

tuning dan integrasi pengetahuan 

domain untuk meningkatkan 

akurasi LLM pada tugas 

pemerintahan yang spesifik. 

[10] Mengkaji gerakan data terbuka, 

langkah-langkah pemerintah 

Australia, dan tantangan yang 

dihadapi melalui analisis 

kerangka kerja. 

Data pemerintah terbuka 

mendorong inovasi, namun 

terhambat oleh risiko privasi, 

resistensi budaya, dan kendala 

hukum. 

Mengidentifikasi hambatan utama 

(budaya, hukum, teknis) dalam 

implementasi program data 

pemerintah terbuka. 

[7] Studi kasus kualitatif di Kanada, 

Polandia, dan Finlandia, termasuk 

tinjauan literatur dan wawancara 

semi-terstruktur. 

AI di sektor publik sering 

digunakan sebagai alat kontrol; 

implementasinya terhambat oleh 

sistem warisan, kekurangan 

keterampilan, dan resistensi. 

Menganalisis penggunaan AI 

dalam praktik dan mengidentifikasi 

hambatan sosioteknik dan 

organisasional dalam adopsi AI di 

pemerintahan. 

[14] Survei terhadap 705 responden di 

China, dianalisis menggunakan 

Structural Equation Modeling 

(SEM). 

Karakteristik chatbot (sopan, 

proaktif) memengaruhi persepsi 

warga; kehangatan lebih 

berpengaruh daripada 

kompetensi. 

Menyoroti pentingnya aspek desain 

antarmuka (identitas chatbot) 

dalam meningkatkan pengalaman 

warga saat berinteraksi dengan 

layanan e-government. 

[11] Mengusulkan dan menerapkan 

kerangka evaluasi LLM pada 

dataset benchmark urusan 

Kinerja LLM yang ada seringkali 

tidak memuaskan dalam akurasi 

dan keandalan; GPT-4 berkinerja 

Menyediakan kerangka kerja 

evaluasi dan benchmark pertama 

untuk LLM di domain 
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pemerintahan (MSGABench) 

terhadap 15 LLM. 

terbaik namun masih ada masalah 

keamanan. 

pemerintahan, serta menyoroti 

kelemahan model saat ini. 

[29] Analisis komparatif respons dari 

GPT-3.5 dan GPT-4 terhadap tiga 

prompt spesifik dalam konteks 

parlementer. 

Kualitas respons LLM bervariasi; 

berguna untuk beberapa tugas di 

parlemen namun memiliki risiko 

manipulasi dan keterbatasan 

dalam menjawab pertanyaan 

kualitatif. 

Memberikan penilaian awal 

tentang potensi dan risiko 

penggunaan LLM generatif dalam 

lingkungan parlementer yang 

sensitif. 

[21] Mengembangkan bukti konsep 

(proof-of-concept) menggunakan 

ChatGPT untuk berinteraksi 

dengan portal data statistik 

Skotlandia melalui kueri 

SPARQL. 

Sistem berhasil menghasilkan 

jawaban yang benar secara faktual 

dari portal data terbuka dengan 

menggunakan teknik 

pengambilan informasi seperti 

penyimpanan vektor. 

Menunjukkan kelayakan teknis 

penggunaan LLM untuk 

berinteraksi langsung dengan portal 

data pemerintah terbuka melalui 

antarmuka bahasa alami. 

[20] Studi kasus eksplorasi 

penggunaan GPT-3.5, GPT-4, dan 

RAG untuk menjawab pertanyaan 

tentang regulasi GDPR dari 

dokumen hukum. 

Sistem berbasis LLM, terutama 

dengan kombinasi RAG dan agen, 

berhasil menjawab pertanyaan 

regulasi yang kompleks dengan 

akurasi tinggi. 

Membuktikan efektivitas LLM dan 

RAG dalam menangani tugas-tugas 

hukum dan regulasi yang kompleks 

di sektor pemerintahan. 

[9] Mengembangkan kerangka kerja 

konseptual baru (CASS) dan 

mengilustrasikannya dengan studi 

kasus platform "My School" di 

Australia. 

Platform data pemerintah terbuka 

adalah sistem sosioteknik yang 

kompleks dan dapat menghasilkan 

dampak buruk yang tidak 

diinginkan (misalnya, 

stigmatisasi). 

Mengusulkan lensa teoretis baru 

(CASS) untuk memahami 

kompleksitas dan dampak tak 

terduga dari platform data 

pemerintah terbuka. 

[30] Rangkuman informasi, contoh, 

dan pandangan ahli; mengusulkan 

enam strategi implementasi AI. 

AI akan mengurangi beban 

administratif, meningkatkan 

efisiensi, dan menangani tugas 

kompleks di pemerintahan. 

Menyediakan strategi implementasi 

AI di layanan pemerintah dan 

mengidentifikasi aplikasi 

utamanya. 

[16] Survei terhadap 91 kota di Eropa; 

analisis menggunakan PLS-SEM 

dengan kerangka TOE. 

Lima faktor memengaruhi 

pengembangan AI: inovasi, biaya, 

tekanan pemerintah, insentif, dan 

regulasi (berdampak negatif). 

Mengidentifikasi faktor-faktor 

penentu (pendorong dan 

penghambat) pengembangan 

kapabilitas AI di tingkat 

pemerintah daerah. 

[4] Analisis deskriptif sumber 

sekunder (literatur, laporan 

OECD, Bank Dunia, dll.). 

Teknologi seperti Big Data dan AI 

adalah kunci transisi dari e-

government ke pemerintahan 

cerdas. 

Mensintesis proses transformasi 

menuju pemerintahan cerdas dan 

menyoroti peran sentral teknologi 

baru dalam evolusi ini. 

[31] Melanjutkan pra-pelatihan LLM 

(Llama 2, Mistral) dengan teks 

Portugis; fine-tuning untuk 

identifikasi produk. 

Pra-pelatihan berkelanjutan 

dengan data spesifik 

domain/bahasa secara signifikan 

meningkatkan kinerja LLM. 

Membuktikan efektivitas pra-

pelatihan dan fine-tuning untuk 

mengadaptasi LLM pada tugas 

spesifik pemerintah dalam bahasa 

non-Inggris. 

[2] Menggunakan kerangka Haystack 

untuk membangun arsitektur 

modular dengan LLM dan RAG. 

Arsitektur modular yang 

menggabungkan LLM dan RAG 

dapat meningkatkan efisiensi, 

transparansi, dan skalabilitas 

layanan e-government. 

Menyediakan arsitektur teknis yang 

modular dan dapat direproduksi 

untuk mengimplementasikan AI 

(LLM & RAG) dalam skala besar 

di e-government. 

[19] Tinjauan literatur komprehensif 

tentang Big Data dan AI di sektor 

publik, menggunakan kerangka 

siklus kebijakan. 

Big Data dan AI memiliki aplikasi 

di seluruh siklus kebijakan, 

namun terhambat oleh tantangan 

privasi dan resistensi manajerial. 

Mengusulkan agenda penelitian 

masa depan dan 

mengkonsolidasikan temuan 

tentang dampak Big Data dan AI 

pada proses kebijakan publik. 
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[17] Studi kasus kualitatif di Brasil 

(COR), dengan wawancara 

mendalam dan analisis data 

sekunder. 

Inisiatif OGD meningkatkan 

efisiensi pemerintah, 

akuntabilitas, dan partisipasi 

warga. 

Menunjukkan bagaimana inisiatif 

OGD dapat menciptakan nilai 

publik dalam konteks kota pintar 

(Smart City). 

[32] Tinjauan literatur sistematis 

terhadap 101 studi untuk 

mengembangkan kerangka kerja 

pemanfaatan OGD. 

Mengidentifikasi berbagai jenis 

pemanfaatan OGD (inovasi, 

analisis), dampak (transparansi, 

ekonomi), dan kondisi yang 

memengaruhi. 

Menyediakan kerangka kerja 

multidimensi yang komprehensif 

untuk memahami pemanfaatan 

OGD. 

[33] Tinjauan penelitian tentang 

kemajuan LLM (seri 

Transformers) dan penerapannya 

dalam urusan pemerintahan. 

LLM secara signifikan 

meningkatkan tugas-tugas NLP 

dalam layanan pemerintah 

(klasifikasi teks, QA), mendorong 

efisiensi. 

Merangkum kemajuan dan 

mengusulkan jalur teknis untuk 

penerapan LLM dalam skala yang 

lebih besar di pemerintahan. 

[34] Laporan berdasarkan wawancara 

dengan ahli data pemerintah dan 

studi kasus inisiatif berbagi data. 

Hambatan utama dalam berbagi 

data antar pemerintah adalah 

manusia, proses, dan budaya, 

bukan teknologi. Kunci suksesnya 

adalah kepemimpinan. 

Mengidentifikasi faktor 

keberhasilan dan tantangan non-

teknis dalam berbagi data antar 

lembaga pemerintah. 

[35] Metodologi bertahap 

menggunakan model Mixtral 

8x7B untuk klasifikasi dan 

ekstraksi informasi pada kontrak 

pemerintah. 

LLM berkinerja tinggi dalam 

ekstraksi informasi (akurasi 

87.86%), namun format 

keluarannya tidak konsisten dan 

masih ada halusinasi. 

Mengevaluasi efektivitas LLM 

dalam tugas NLP yang sangat 

terstruktur (ekstraksi dari kontrak) 

dan menyoroti masalah praktisnya. 

[5] Mengembangkan sistem RAG 

dengan GPT-3.5-turbo untuk 

menjawab pertanyaan kebijakan 

dari dokumen pemerintah China 

dan AS. 

Sistem mencapai akurasi tinggi 

(>85%) dalam menjawab 

pertanyaan kebijakan dan berhasil 

menghindari respons berbahaya. 

Membuktikan efektivitas sistem 

RAG dalam menyederhanakan 

komunikasi kebijakan dan 

meningkatkan pemahaman publik. 

[36] Analisis data besar kognitif dan 

pembelajaran mendalam untuk 

klasifikasi emosi dari data darurat 

publik di China. 

Strategi rilis informasi pemerintah 

secara signifikan memengaruhi 

penyebaran emosi negatif di 

masyarakat saat krisis. 

Menunjukkan bagaimana analisis 

data besar dapat digunakan untuk 

mengukur dampak komunikasi 

pemerintah terhadap emosi publik. 

[37] Tinjauan literatur sistematis 

tentang dampak AI dalam 

pemerintahan publik. 

Mengidentifikasi implikasi utama 

AI (efisiensi, risiko, etika) dan 

menyoroti dominasi metode 

kualitatif dalam penelitian yang 

ada. 

Menyusun agenda penelitian yang 

komprehensif untuk bidang AI 

dalam pemerintahan, berdasarkan 

celah pengetahuan yang 

teridentifikasi. 

4.1. Integrasi AI dalam Sistem Data Pemerintah 

Integrasi AI ke dalam sistem data pemerintah menjanjikan banyak kemajuan dalam administrasi publik 

modern. Pemerintah di berbagai negara semakin memanfaatkan AI untuk membuat layanan publik lebih efisien, 

mudah diakses, dan transparan. Teknologi LLM dan RAG memegang peranan penting dalam upaya ini, terutama 

dalam meningkatkan komunikasi, pengambilan keputusan, dan tata kelola secara keseluruhan. Agar penerapan AI 

berhasil, fondasi tata kelola yang kuat sangatlah penting. Riset [12] menekankan bahwa tata kelola AI harus 

dimulai dari tata kelola data yang baik. Menurutnya, integrasi AI yang sukses memerlukan keseimbangan antara 

arahan dari atas (pimpinan) dan strategi dari bawah (pelaksana), komitmen pimpinan, komunikasi lintas 

departemen yang baik, serta adanya pusat data terpadu untuk menjaga konsistensi. Ini menunjukkan bahwa 

penerapan AI bukan hanya soal teknologi, tetapi tentang mengelola seluruh ekosistem pemerintahan agar lebih 

transparan dan responsif. 

AI, khususnya chatbot, terbukti efektif dalam meningkatkan interaksi antara warga dan pemerintah [5]. 

Teknologi ini mampu menciptakan saluran komunikasi digital yang lebih kaya dan intuitif, memungkinkan warga 

untuk mencari informasi dan melakukan transaksi dengan lebih mudah dan efisien. Hal ini merupakan sebuah 

lompatan besar dari model komunikasi tradisional yang seringkali kaku. Selain itu, ketika tindakan pemerintah 
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digabungkan dengan partisipasi aktif masyarakat, terciptalah sebuah ekosistem terbuka yang membuat kebijakan 

lebih transparan dan mudah diakses, sehingga dapat menumbuhkan kepercayaan publik [18]. Integrasi AI juga 

secara signifikan meningkatkan efisiensi dalam proses pengambilan keputusan. Riset [26] menyebut peran AI 

sebagai pendorong "gelombang ketiga" dalam evolusi pemerintahan digital, di mana analisis data canggih dan 

robotika mengubah cara kerja negara. Terjadi pergeseran dari birokrasi tradisional ke sistem layanan yang lebih 

responsif dan berbasis kebutuhan nyata, karena didukung oleh analisis data secara real-time. Meskipun potensinya 

besar, integrasi AI bukannya tanpa tantangan. Berbagai hambatan seperti sistem IT yang sudah usang, kekurangan 

sumber daya manusia yang terampil, dan adanya penolakan terhadap perubahan seringkali menghambat adopsi 

teknologi AI [7]. Di samping itu, ada kekhawatiran etis mengenai penyalahgunaan AI, bias, dan akuntabilitas. 

Sehingga, diperlukan sebuah model tata kelola berlapis yang mencakup aspek etika, hukum, dan teknis untuk 

memastikan penggunaan AI di sektor publik tetap sejalan dengan kepentingan masyarakat [28]. 

Beberapa penelitian menyoroti potensi AI untuk merevolusi tata kelola secara luas. AI diperkirakan dapat 

mengurangi beban administrasi secara signifikan, seperti dalam menjawab pertanyaan, menyusun dokumen, dan 

menerjemahkan informasi, yang pada akhirnya dapat menekan biaya operasional dan meningkatkan kepuasan 

warga [30]. AI juga dapat memberdayakan lembaga pemerintah untuk berinovasi dan mengembangkan kebijakan 

yang lebih baik [16]. Teknologi ini adalah inti dari evolusi dari e-government menuju smart government, di mana 

berbagai teknologi seperti Big Data, AI, dan IoT bekerja sama untuk menciptakan nilai bagi publik dengan layanan 

yang lebih terintegrasi dan berpusat pada pengguna [4]. Agar hal ini terwujud, praktik berbagi data antar lembaga 

pemerintah yang efektif menjadi sangat krusial, yang dapat difasilitasi oleh AI jika didukung oleh tata kelola dan 

infrastruktur yang tepat [34]. 

4.2. Metode yang Digunakan untuk Menjawab Pertanyaan dan Pengambilan Data Domain Terbuka 

Sistem tanya-jawab untuk berbagai topik (open-domain question answering) adalah fungsi penting AI dalam 

interaksi antara warga dan pemerintah. Penggunaan LLM seperti GPT-4 dapat secara signifikan meningkatkan 

akurasi dan relevansi jawaban atas pertanyaan warga, sehingga data pemerintah menjadi lebih mudah diakses dan 

berguna. Dalam hal ini, teknik RAG terbukti sangat penting. Riset [3] menunjukkan bagaimana sebuah model 

khusus bernama GCALLM, yang menggabungkan LLM dengan basis data pengetahuan eksternal, secara konsisten 

mengungguli model lain dalam memberikan layanan konsultasi pemerintah. Pendekatan ini mampu memberikan 

respons yang lebih akurat dan real-time kepada warga. Teknik RAG memastikan AI tidak hanya mengandalkan 

"ingatan" dari data latihannya yang lama, tetapi juga aktif mencari informasi terkini, yang sangat penting untuk 

menjawab tantangan data pemerintah yang selalu berubah. 

Penerapan LLM juga dapat mengotomatiskan respons terhadap pertanyaan warga, yang menandai pergeseran 

menuju layanan pemerintah yang serba otomatis dan real-time. Penelitian [8] menunjukkan bahwa sistem berbasis 

LLM tidak hanya meningkatkan kecepatan dan keakuratan jawaban, tetapi juga mengurangi beban kerja pegawai 

pemerintah, memungkinkan mereka untuk fokus pada tugas yang lebih kompleks. Kemajuan ini juga didukung 

oleh kemampuan AI dalam mengelola data dalam jumlah besar. Riset [24] menunjukkan bagaimana algoritma AI 

dapat memproses catatan dalam jumlah masif jauh lebih cepat daripada manusia, sehingga berkontribusi pada 

pengelolaan dan klasifikasi data tidak terstruktur yang lebih baik. Integrasi AI pada akhirnya membuat akses 

informasi menjadi lebih efisien bagi warga. 

Berbagai penerapan praktis telah menunjukkan keberhasilan LLM. Riset [21] memberikan contoh sistem AI 

yang mampu memberikan jawaban yang akurat secara faktual dari berbagai set data pemerintah, seperti data 

perizinan atau ekspor. Demikian pula, [20] menemukan bahwa sistem LLM berhasil menjawab pertanyaan-

pertanyaan kompleks terkait peraturan GDPR, menunjukkan fleksibilitasnya dalam menangani tata kelola publik. 

Selain itu, penyesuaian atau fine-tuning LLM pada data spesifik terbukti sangat efektif. Riset [31] menunjukkan 

bahwa melatih ulang LLM dengan kumpulan data tertentu (misalnya faktur) dapat secara dramatis meningkatkan 

akurasinya untuk tugas-tugas khusus domain. Hal ini menegaskan bahwa kemampuan LLM dapat ditingkatkan 

secara signifikan dengan memberinya pengetahuan eksternal yang relevan. Temuan ini juga didukung oleh [33] 

yang menyatakan bahwa LLM secara signifikan meningkatkan tugas-tugas pemrosesan bahasa alami (seperti 

klasifikasi teks) dalam layanan pemerintah. Seiring berkembangnya teknologi ini, potensinya untuk menangani 

data yang lebih kompleks dan menjawab pertanyaan publik secara akurat akan terus bertumbuh. 

4.3. Penyempurnaan LLM untuk Respons Spesifik Domain 

Agar dapat memberikan jawaban yang akurat dan sesuai konteks, LLM perlu disesuaikan (fine-tuning) untuk 

data spesifik pemerintah. Riset [11] menunjukkan bahwa saat GPT-4 dilatih ulang menggunakan dokumen resmi 

pemerintah, kemampuannya untuk memproses dokumen dan menjawab pertanyaan di portal pemerintah 

meningkat secara signifikan. Namun, penelitian yang sama juga menyoroti adanya tantangan terkait keandalan dan 

potensi bias pada LLM, terutama saat berhadapan dengan informasi hukum atau data sensitif. Hal ini menegaskan 
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perlunya proses validasi dan penyempurnaan yang berkelanjutan. Riset [3] mengambil langkah lebih jauh dengan 

model GCALLM, yang akurasinya ditingkatkan dengan mengintegrasikan pengetahuan dari sumber eksternal 

yang spesifik di bidangnya. Hasilnya, model ini mampu menjawab pertanyaan-pertanyaan kebijakan yang 

kompleks dengan presisi tinggi. Meskipun demikian, [3]  juga mengakui bahwa proses penyesuaian ini memiliki 

tantangan tersendiri. Mengadaptasi LLM untuk bidang tertentu memerlukan dataset yang besar, yang 

pengembangannya bisa memakan waktu dan biaya. Selain itu, isu privasi dan keamanan data saat menangani data 

sensitif pemerintah menjadi hambatan besar lainnya. 

Penyesuaian LLM tidak hanya menyangkut data, tetapi juga pengalaman pengguna. Riset [11] meneliti 

pentingnya menyesuaikan "identitas" sebuah chatbot pemerintah—seperti nada bicara, gaya bahasa, dan tingkat 

kesopanan—untuk menciptakan interaksi yang positif dengan warga. Pentingnya data pelatihan yang spesifik juga 

ditunjukkan oleh [31], di mana pelatihan berkelanjutan sebuah LLM dengan teks berbahasa Portugis secara 

signifikan meningkatkan kinerjanya pada tugas-tugas khusus. Hal ini membuktikan betapa krusialnya data yang 

relevan untuk meningkatkan presisi AI, terutama saat akurasi informasi dapat memengaruhi kepercayaan publik 

dan keputusan pemerintah. Meskipun penyesuaian dapat meningkatkan kinerja, beberapa masalah teknis masih 

tetap ada. Riset [35] mencatat bahwa meskipun LLM bisa akurat untuk tugas data terstruktur, model ini masih 

sering kesulitan dengan format keluaran yang tidak konsisten dan masalah "halusinasi" (memberikan informasi 

yang tidak benar). Ini menunjukkan perlunya penyesuaian berkelanjutan, terutama dalam lingkungan yang sangat 

terstruktur seperti sistem data pemerintah. 

4.4. Pembahasan 

Tinjauan sistematis ini mengonfirmasi adanya tren global dalam pemanfaatan AI untuk modernisasi layanan 

publik. Temuan utama menunjukkan bahwa teknologi seperti LLM dan RAG menawarkan potensi transformatif, 

namun keberhasilannya sangat bergantung pada tiga pilar utama: tata kelola yang kuat, kualitas data, dan 

penyesuaian model yang spesifik. Temuan bahwa tata kelola AI harus didasari oleh tata kelola data yang kuat [12] 

sejalan dengan penelitian oleh Wiseman [34] yang menekankan bahwa hambatan utama dalam berbagi data 

bukanlah teknologi, melainkan manusia, proses, dan budaya. Hal ini menunjukkan bahwa tanpa fondasi tata kelola 

yang matang, investasi pada teknologi AI secanggih apa pun tidak akan optimal. Lebih lanjut, tinjauan ini 

menyoroti sebuah dikotomi penting. Di satu sisi, studi seperti yang dilakukan oleh Han [3] dan Mamalis [20] 

menunjukkan keberhasilan RAG dalam memberikan jawaban yang akurat dan berbasis fakta untuk pertanyaan 

spesifik, seperti konsultasi kebijakan atau regulasi GDPR. Namun, di sisi lain, penelitian oleh Liu [11] dan Yae 

[35] memperingatkan tentang kelemahan inheren LLM umum, seperti "halusinasi" dan inkonsistensi, terutama 

saat berhadapan dengan data sensitif. Temuan ini mengindikasikan bahwa pendekatan "satu untuk semua" tidak 

efektif; model AI perlu disesuaikan (fine-tuned) secara cermat dengan data dan konteks spesifik pemerintah [31] 

untuk memastikan akurasi dan keandalannya. 

Temuan-temuan ini memiliki implikasi yang sangat relevan bagi Indonesia, yang sedang giat mendorong 

transformasi digital melalui inisiatif seperti Portal Satu Data Indonesia (SDI). Keberhasilan SDI sangat bergantung 

pada interoperabilitas dan kualitas data dari berbagai kementerian dan lembaga. Tantangan yang diidentifikasi 

dalam tinjauan ini—seperti kualitas data yang buruk [23], silo data antar lembaga [34], dan kebutuhan akan tata 

kelola yang kuat [12]—adalah cerminan dari tantangan yang dihadapi Indonesia saat ini. Penerapan LLM dan 

RAG pada Portal SDI dapat menjadi lompatan besar untuk mempermudah akses publik terhadap data. Namun, hal 

ini hanya bisa terwujud jika pemerintah Indonesia memprioritaskan standarisasi metadata, peningkatan kualitas 

data, dan pengembangan kerangka kerja tata kelola AI yang jelas. Selain itu, keterbatasan sumber daya manusia 

yang ahli di bidang AI [9] juga menjadi kendala nyata yang perlu diatasi melalui program pelatihan dan pendidikan 

yang terstruktur. 

4.5. Kesenjangan Penelitian dan Saran Penelitian Selanjutnya 

Dari berbagai literatur yang ada, teridentifikasi tiga area penting yang masih memiliki kesenjangan dan 

membutuhkan penelitian lebih lanjut agar integrasi AI di portal data pemerintah dapat berjalan maksimal. Pertama, 

menggabungkan teknologi AI baru dengan sistem IT pemerintah yang seringkali sudah usang adalah sebuah 

tantangan besar. Masalah seperti manajemen data yang belum matang dan resistensi organisasi sering menjadi 

penghambat. Diperlukan kerangka tata kelola yang kuat untuk menyeimbangkan antara teknologi dan manajemen 

data agar integrasi berhasil [12]. Penelitian lebih lanjut diperlukan untuk menemukan metode paling efektif agar 

AI bisa berjalan selaras dengan infrastruktur lama dan mampu menangani data pemerintah yang kompleks. Kedua, 

meskipun teknologi seperti LLM dan RAG sangat menjanjikan, masih ada tantangan besar dalam memastikan 

jawaban yang diberikan AI selalu akurat dan relevan secara real-time, terutama saat berhadapan dengan data 

pemerintah yang terus berubah. Studi oleh [21] dan [3] menunjukkan potensi RAG, namun diperlukan 

pengembangan lebih lanjut agar teknik ini mampu mengambil data secara real-time dari berbagai sumber 



Jurnal Pendidikan dan Teknologi Indonesia (JPTI)   p-ISSN: 2775-4227 
  e-ISSN: 2775-4219 
 

 

3655 
 

pemerintah yang dinamis dan memastikan model AI selalu dilatih dengan informasi terbaru. Ketiga, model LLM 

umum seringkali perlu dilatih ulang (fine-tuning) untuk menangani tugas-tugas spesifik pemerintah seperti analisis 

kebijakan atau pemrosesan dokumen hukum. Meskipun penyesuaian ini terbukti dapat meningkatkan akurasi [11], 

[31], tantangan utamanya adalah ketersediaan dataset khusus pemerintah yang berkualitas, masalah privasi data 

saat menggunakan informasi sensitif, dan keterbatasan teknis dari model itu sendiri. 

Untuk mengatasi kesenjangan tersebut, penelitian di masa depan perlu difokuskan pada beberapa area utama. 

Upaya perlu diarahkan pada pengembangan kerangka kerja yang memudahkan integrasi AI secara lancar dengan 

sistem yang ada, termasuk memastikan sistem lama dan baru dapat bekerja sama. Selain itu, perlu dikembangkan 

model RAG yang lebih canggih dan praktik manajemen data yang lebih baik agar AI mampu menangani data yang 

dinamis dan memberikan jawaban real-time yang akurat. Terakhir, riset harus berfokus pada pembuatan dataset 

khusus pemerintah yang berkualitas tinggi, sambil mengembangkan teknik yang dapat menjaga privasi dan 

keamanan data sensitif selama proses pelatihan model. Dengan mengatasi berbagai tantangan ini, sistem 

pemerintahan berbasis AI dapat dikembangkan menjadi lebih baik, sehingga mampu menawarkan layanan publik 

yang lebih efisien, transparan, dan mudah diakses oleh masyarakat. 

5. KESIMPULAN 

Penelitian ini mengkaji integrasi AI pada portal data pemerintah untuk meningkatkan layanan publik, dengan 

permasalahan utama kurangnya tinjauan sistematis dan kerangka evaluasi yang spesifik. Melalui metode Tinjauan 

Pustaka Sistematis, diidentifikasi 34 studi yang relevan. Temuan utama menunjukkan bahwa teknologi seperti 

LLM dan RAG terbukti efektif dalam meningkatkan komunikasi, efisiensi, dan akurasi pengambilan data. 

Penyesuaian model pada data spesifik menjadi faktor kunci keberhasilan. Meskipun demikian, implementasinya 

masih menghadapi tantangan signifikan terkait tata kelola yang kuat, kualitas data, interoperabilitas, dan isu privasi 

yang harus menjadi prioritas. Dengan demikian, temuan dari tinjauan ini dapat menjadi landasan strategis bagi 

para pembuat kebijakan dan praktisi dalam merancang dan mengimplementasikan sistem AI yang efektif dan 

akuntabel di sektor publik. 
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